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Abstract
High-resolution image segmentation is essential in structural health monitoring
(SHM), enabling accurate detection and quantification of structural compo-
nents and damages. However, conventional convolutional neural network-based
segmentation methods face limitations in real-world deployment, particu-
larly when handling high-resolution images producing low-resolution outputs.
This study introduces a novel framework named Refined-Segment Anything
Model (R-SAM) to overcome such challenges. R-SAM leverages the state-of-
the-art zero-shot SAM to generate unlabeled segmentation masks, subsequently
employing the DEtection Transformer model to label the instances. The key fea-
ture and contribution of theR-SAM is its refinementmodule,which improves the
accuracy ofmasks generated by SAMwithout the need for extensive data annota-
tions and fine-tuning. The effectiveness of the proposed framework was assessed
through qualitative and quantitative analyses across diverse case studies, includ-
ing multiclass segmentation, simultaneous segmentation and tracking, and
3D reconstruction. The results demonstrate that R-SAM outperforms state-of-
the-art convolution neural network-based segmentation models with a mean
intersection-over-union of 97% and a mean boundary accuracy of 87%. In addi-
tion, achieving high coefficients of determination in target-free tracking case
studies highlights its versatility in addressing various challenges in SHM.

1 INTRODUCTION

Traditional structural health monitoring (SHM) models
rely on physics-based models with limited capabilities
and may not be suitable for processing large volumes of
data (e.g., using signal processing; Qarib & Adeli et al.,
2016). On the other hand, data-driven models using
machine learning provide versatile solutions; thus, they
have been at the center of attention during the past few
years. Deep learning (DL) has been used to develop end-
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to-end classification, detection, and segmentation tasks
in SHM (Azimi & Pekcan et al., 2020). Most of the recent
DL-based algorithms for SHM utilize convolution neural
networks (CNNs), which have unparalleled performance
in extracting local information but are limited in capturing
long-range relationships between the features (Dosovit-
skiy et al., 2020; Sajedi & Liang et al., 2020). Therefore,
CNN-based models perform poorly in extracting global
contextual features from high-resolution images (e.g.,
damage detection under occlusion).

Comput Aided Civ Inf. 2024;1–15. wileyonlinelibrary.com/journal/mice 1

mailto:yang@civil.ubc.ca
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://wileyonlinelibrary.com/journal/mice
http://crossmark.crossref.org/dialog/?doi=10.1111%2Fmice.13211&domain=pdf&date_stamp=2024-04-21


2 AZIMI and YANG

On the other hand, the resolution of portable cameras
has increased significantly in the last few years. Due to the
computational cost of processing high-resolution image
data for DL, most recent computer vision models in SHM
are designed and trained for low-resolution input data.
Typical CNN-based models may not be suitable for high-
resolution data because larger receptive fields are needed
to capture the entire segmented regions. One approach
that has been used in recent years is training a DL model
with downsampled images, where the details are removed.
Othermethods have introducednewmodels using cropped
images, which damages the context of the images (Azimi
et al., 2020). Furthermore, fitting 4K image segmentation
models into GPU memory is still challenging for typi-
cal computers. Evenwith stat-of-the-art high-performance
computers, properly annotated high-resolution images are
scarce for SHM tasks.
The earlier generation of CNN-based semantic seg-

mentation models may achieve a high accuracy level,
compared to non-CNN-based approaches. However, for
pixel-level labeling, it is essential to develop models to
capture contextual information (Chen et al., 2017). Image
and feature pyramidmethods usemulti-level input images
or feature maps. The proposed algorithm uses pyramid
pooling (Zhao et al., 2017) to extract features from the
input images. Methods such as region growth (Dias &
Medeiros et al., 2018) have been proposed recently to cre-
ate high-resolution segmentation refinement. However,
suchmodels cannot process high-resolution images due to
computational limitations. Supervised and unsupervised
encoder–decoder models have recently gained attention
for segmentation tasks (Badrinarayanan et al., 2017; Chen
et al., 2018; Rafiei & Adeli et al., 2018). The encoder–
decoder model captures high-level semantics by reducing
the spatial dimension using an encoding module and
reconstructs the inputs using a decoder. Due to compu-
tational constraints for training semantic segmentation
models, higher strides (Chen et al., 2017) are used, which
leads to lower accuracies.
Transformer models (Vaswani et al., 2017) have gained

popularity due to their performance on various sequence-
based tasks, such as large language models. Such break-
throughs in transformer-based models for natural lan-
guage processing sparked attention in the computer vision
domain to perform vision tasks. As a result, transformer-
basedmodels have been developed for classification (Doso-
vitskiy et al., 2020), object detection (Carion et al., 2020),
and segmentation (Ye et al., 2019).
This study introduces a new framework, Refined-

Segment Anything Model (R-SAM), designed for
high-resolution image segmentation. R-SAM utilizes
the SAM (Lin et al., 2017) model as the base segmenta-
tion module to generate initial segmentation masks in
a zero-shot way. An object detection model, the end-to-

end object detection with transformers (Carion et al.,
2020), is trained for labeling the segmented regions.
A novel mask refinement module is developed and
trained to improve and label any masks generated by
SAM.

2 VISION TRANSFORMERS (ViTs)

The utilization of transformers in the computer vision
domain has the potential to bridge the gap between lan-
guage processing and visual reasoning. The foundation
of transformer models is the self-attention mechanism
trained to comprehend the interdependencies among
sequences. From this point of view, transformers are sim-
ilar to recurrent neural networks (RNNs) (Hochreiter
& Schmidhuber et al., 1997). RNNs can capture short-
term context using the recursive procedure. However,
transformers can learn long-range relationships between
sequences through the attentionmechanism. Though such
a mechanism has been used in RNNs (Chaudhari et al.,
2021; Correia & Colombini et al., 2021), transformers rely
on the unique implementation of a multi-head attention
mechanism that allows faster and parallel computation;
this will enable transformers to be scalable to complex
models and outperform when dealing with larger datasets
(Khan et al., 2021; LeCun et al., 2015).
The concept of ViT was initially presented by Dosovit-

skiy et al. (2020). It has the potential to replace standard
CNNs for large datasets. ViT was based on the original
Transformer (Vaswani et al., 2017), where sequences of
image patches were used instead of directly processing the
pixel values of the entire image. It is worth emphasizing
that their model was pre-trained and encoded prior knowl-
edge about the images using the JFT-300 M dataset (Sun
et al., 2017), which contains 300 million images. The data-
efficient image transformers (DeiT; Touvron et al., 2021)
model demonstrated that ViTs can be trained faster using
mid-range datasets while maintaining high accuracy. The
distillation approach in DeiT uses CNNs (teacher) to a
transformer model (student). The standard ViT models
had a fixed number of tokens through the network,
which was a limitation for capturing spatial information.
Transformers are built on two core components: self-
attention and pre-training. Utilizing self-attention enables
transformer models to capture long-range dependencies
among sequences of features effectively, a challenge that
traditional RNNs struggle to overcome. Meanwhile, pre-
training involves training a network by leveraging a large,
labeled or unlabeled dataset and then fine-tuning it on the
target dataset (Devlin et al., 2018; Y. Liu et al., 2019). The
self-attention mechanism aims to capture the relation-
ships among all 𝑛 entities within a sequence 𝑋 ∈ ℝ𝑛×𝑑 by
encoding them in terms of global information. In other
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F IGURE 1 Parallelized attention mechanism (adapted from
Vaswani et al., 2017).

words, it estimates the interactions between the different
elements in the sequence, such as identifying which
types of damage tend to co-occur in a given image of a
structure. The embedding dimension 𝑑 specifies the size
of the vector space in which the sequence is represented,
allowing for more complex and informative representa-
tions of the data. To accomplish this, the input sequence
𝑿 = (𝑥1, 𝑥2, … , 𝑥𝑛) is projected onto a triplet of learnable
matrices (i.e., weights), Queries𝑾𝑄 = ∈ ℝd𝑚𝑜𝑑𝑒𝑙×𝑑𝑘 , Keys
𝑾𝐾 ∈ ℝ𝑑𝑚𝑜𝑑𝑒𝑙×𝑑𝑘 , and Values 𝑾𝑉 ∈ ℝ𝑑×𝑑𝑣 . These matri-
ces are then fed into a normalized dot-product attention
mechanism as described by H. Zhang et al. (2019):

𝒁 = Sof tmax

(
𝑸𝑲𝑇√
𝑑𝑘

)
𝑽 (1)

where 𝑸 = 𝑿𝑾Q, 𝑲 = 𝑿𝑾K, 𝑽 = 𝑿𝑾V , and
𝒁 ∈ ℝ𝑛×𝑑𝑣 .
A multi-head self-attention mechanism (Figure 1) uti-

lizes ℎ parallel attention layers, or heads, to project
the input sequence 𝑿 onto representation subspaces,
each with its learnable query, key, and value matrices
{𝑾𝑄,𝑖, 𝑾𝐾,𝑖, 𝑾𝑉,𝑖}

ℎ
𝑖 = 1

(e.g., ℎ = 8).
This approach is used to overcome the limitations of

the standard attention mechanism in capturing multiple
relationships simultaneously. To elaborate further, when a
particular input is considered:

𝒁 = 𝒄𝒐𝒏𝒄𝒂𝒕 (𝒁0, 𝒁1, …𝒁𝒉−1)𝑾𝒐 (2)

where 𝒄𝒐𝒏𝒄𝒂𝒕(.) operation denotes concatenation, 𝑾𝒐 is
the additional projection weight, and 𝑾𝒐 ∈ ℝℎ𝑑𝑣×𝑑𝑚𝑜𝑑𝑒𝑙
(Khan et al., 2021). The “linear” block in the figure refers to
a linear transformation applied to project the feature map
into different subspaces (Vaswani et al., 2017). The term

Input: Image (a bridge)

Embeddings

Detection 
Encoder

Segmentation 

Refine (RAM)

Encoder

SAM + DETR

Valid masks & IoU scores

Max(IoU)

Output: Refined segmentation

F IGURE 2 The overview of the Refined-Segment Anything
Model (R-SAM). DETR, DEtection Transformer; IoU,
intersection-over-union; RAM, Refine Anything Model.

“MatMul” refers to matrix multiplication, and before the
softmax function, the attention values are scaled by the
square root of the total number of keys (1∕

√
𝑑𝑘).

3 PROPOSEDMETHOD

3.1 Overview and abbreviations

Figure 2 provides a visual representation and an overview
of the proposed pipeline, which consists of three main
modules: SAM, Refine Anything Model (RAM), and
DEtection Transformer (DETR). The SAM is used for
zero-shot segmentation, the RAM is used to improve
the segmentation, and DETR is used for labeling. Each
module is explained in detail in the following sections.
To segment all the components, whether structural or
non-structural, depending on color and texture, the input
red-green-blue (RGB) images are fed into the SAMmodule
(Lin et al., 2017).
The RAM module is used to enhance the performance

of SAM by refining the edges of the generated masks. The
refined segmentation masks are finally labeled using the
DETR, an object detection model based on transformers.
The pipeline output is an instance segmentation, where
every structural component or damage is detected and
segmented. Each of the abovementioned components is
explained in the following sections.
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4 AZIMI and YANG

3.2 SAM

In this study, SAM (Lin et al., 2017) is used to generate the
initial segmentations for R-SAM. The rationale behind this
selection is SAM’s ability to generalize across novel tasks
and domains without requiring custom data annotations
of tuning (i.e., real-time zero-shot transfer). The original
SAM has three main modules: the image and prompt
encoder modules, which take input RGB images, prompts,
output encoded embeddings, and the mask generator.
For scalability, a pre-trained ViT adapts the model for
high-resolution images. The image encoder’s output is
fed into the mask decoder head, which outputs the final
masks. While the primary intent of the original SAM was
to be used for prompt-based segmentation (Lin et al.,
2017), accepting input masks, points, and text prompts,
the text prompting of SAM has not yet been released in the
original version. This gap motivated the development of
Grounded-Segment-Anything (Grounded-SAM; Ren et al.,
2024), which utilizes both SAM and Grounding DINO (S.
Liu et al., 2023) models for the identification of segmented
objects using text inputs. However, these models cannot
detect types of structural components and damages.
The pre-trained SAM is implemented in this study, and
additional information, including the pre-trained models,
can be found in the original paper (Lin et al., 2017).

3.3 RAM

This section explains the proposed RAM module of R-
SAM, inspired by the models using cascade features, in
detail (Ali et al., 2018; H. K. Cheng et al., 2020). This
research uses a stack of multiple RAMmodules to achieve
high-resolution segmentation results.
The refinement module is based on a pyramid scene

parsing network (PSP-Net) (H. K. Cheng et al., 2020; Zhao
et al., 2017) architecture with three key components: (1)
the ResNet34 as the backend pre-trained model for fea-
ture extraction, (2) the pyramid pooling module (PPM) as
the mask decoder, and (3) the upsampling module. The
RAM module receives a batch of input RGB images and
themulti-resolution segmentationmasks (i.e., with strides
of 1, 2, 4, and 8) and passes them through the backend
(He et al., 2016) to extract the feature map. Then, the
acquired feature map is passed through the PPM to per-
form adaptive average pooling at varying scales, resulting
in an output that captures a representation of the input
at multiple scales (Zhao et al., 2017). A 1 × 1 convolution
layer, with rectified linear unit (ReLU) activation (Nair &
Hinton et al., 2010), takes the concatenated outcomes to
decrease the depth of the feature map (H. K. Cheng et al.,
2020).

Using the featuremaps derived from the preceding layer,
the upsamplingmodule performs its operations by leverag-
ing bilinear interpolation and incorporating concatenation
with the feature maps from the skip connections from the
backend. The obtained feature maps are passed through a
sequence of convolution layers, with a sigmoid activation
function, to generate the segmentation mask. The outputs
are upscaled to generate the masks for the next iteration.
The skip connections are incorporated into the design to
let the network learn mask features at the pixel level by
retaining the lost information from different steps. The
multi-resolution segmentation mask generation helps fix
the imperfect segmentation masks’ overall structure and
boundary (H. K. Cheng et al., 2020).
The cross-entropy (CE) loss function is employed for

the coarser stride 8 output to detect the global features.
However, for finer stride 1, the L1+L2 loss functions (i.e.,
mean absolute error and mean squared error) push the
model to pay attention to the local pixel-level features.
The PyTorch library provides these loss functions (Paszke
et al., 2017).

8 = 𝐶𝐸 (3)

1 = 𝐿1+𝐿2 + 𝛽𝑔𝑟𝑎𝑑 (4)

2 = 4 =
1

2
(𝐿1+𝐿2 + 𝐶𝐸) (5)

where 𝑔𝑟𝑎𝑑 is the gradient loss that is used for the finer
stride 1, which is defined as follows (H. K. Cheng et al.,
2020):

𝑔𝑟𝑎𝑑 =
1

𝑛

∑
𝑖

‖∇ (𝑓𝑚 (𝑥𝑖)) − ∇(𝑓𝑚 (𝑦𝑖) ‖1 (6)

where ∇ denotes the gradient or edge detector operator,
and 𝑓𝑚(.) is the mean filter (Kanopoulos et al., 1988).
The overall loss function is defined as  = 1 + 2 +

4 + 8. Multiple RAM modules are recursively used to
implement the trained model for high-resolution segmen-
tation of imperfect input segmentation and to capture
pixel-level details of structural components or damages
accurately. Each iteration replaces one output mask as
illustrated in Figure 3. In this study, the RAMmodule con-
sists of five iterations that could be reduced depending
on the complexity of the problem. As a general rec-
ommendation, smaller objects require deeper networks
with more than three iterations, while larger components
can be refined using fewer iterations. In other words,
during the first three iterations, where input masks are
passed to the subsequent iterations, the model is forced
to learn the global refinement of larger objects. The input
of the RAM module is the color image and the initial
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F IGURE 3 Implementation pipeline of the Refine Anything Model (RAM): (a) RAM, (b) multi-level refinement, and (c) inputs and
output. RGB, red-green-blue.
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6 AZIMI and YANG

mask. For the first level of refinement, the algorithm
generates multiscale masks before feeding them through
the RAM using interpolation. Identity connections are
used to pass the inputs and outputs for subsequent
iterations.

3.4 DETR

This section provides an elaborate explanation of the detec-
tion module of R-SAM, which is inspired by the research
projects that used the advantages of transformers in com-
puter vision tasks (Carion et al., 2020; Dosovitskiy et al.,
2020; Khan et al., 2021). Transformers are used for end-to-
end detection tasks in three ways: CNN backbone with a
transformer head, transformer backbone with an R-CNN
head, and pure transformer. DETR, the end-to-end object
detection with transformers (Carion et al., 2020), uses the
first approach to predict bounding boxes around objects.
This way, it is possible to predict multiple objects and their
relationships from a single shot by performing bipartite
matching.
One key feature of DETR is that it does not have hand-

designed components to encode prior knowledge, such
as proposal box coordinates (Carion et al., 2020). This
allows DETR to perform object detection tasks without
knowledge of complex detection tasks. The backbone of
the DETRmodel creates spatial feature maps, where every
input image is first zero-padded to match the shape of
the largest image in the dataset. A convolution layer is
utilized to decrease the channel dimension of the input
spatial feature map into a one-dimensional sequence of
features. The encoder and decoder modules of the trans-
former incorporate multi-head attention as well as a
feed-forward network. Unlike the previous transformers
(Vaswani et al., 2017), DETR can decode multiple objects
in parallel. Furthermore, positional encoding is used to
embed information regarding the position of the elements
within input sequences. The key reasons for incorporating
positional encoding are: (a) transformers, unlike RNNs,
are permutation-invariant, and they cannot understand
the sequential order of the inputs inherently, and it helps
to consider the order of elements; (b) to capture spatial
relationships, such as proximity, distance, and orienta-
tion, which is crucial for object detection; and (c) without
using positional encoding, a transformer-basedmodelmay
treat two similar inputs (i.e., symmetry) at the different
locations as equivalent. The DETR generates predictions
per iteration and achieves optimal bipartite matching by
associating the predicted bounding boxes with the corre-
sponding ground truth bounding boxes. Further details
regarding the DETR implementation can be found in the
original paper (Carion et al., 2020).

Boundary regions with different kernel 
sizes

Ground
truth

Image

j=1            j=2             ...              j=M

F IGURE 4 The ground truth mask of a reinforced concrete
column and the corresponding boundary regions with different
radiuses.

3.5 Evaluation metrics

Two accuracy metrics were employed to evaluate the per-
formance of the segmentation models: mean intersection-
over-union (mIoU) score across all classes and mean
boundary accuracy (mBA). The mIoU is calculated by
dividing the pixel intersection by the pixel union,

𝑚𝐼𝑜𝑈 =
1

𝑛𝑐

𝑛𝑐∑
𝑖 = 1

𝑇𝑃𝑖
𝑇𝑃𝑖 + 𝐹𝑃𝑖 + 𝐹𝑁𝑖

(7)

where 𝑛𝑐 is the number of classes, 𝑇𝑃𝑖 , 𝐹𝑃𝑖 , 𝐹𝑁𝑖 are
true positive, false positive, and false negative for class
𝑖, respectively. To calculate the BA of the refined masks,
the binary map of boundary regions for the ground truth
masks was generated using the morphological gradient
method implemented in the OpenCV library (Bradski &
Kaehler et al., 2008; OpenCV et al., 2015). Different disk-
shaped structuring elements of a varying radius within the
range [1, max(ℎ𝑒𝑖𝑔ℎ𝑡, 𝑤𝑖𝑑𝑡ℎ)∕200] (Figure 4).
The mean bounding accuracy is calculated as the mean

of the ratio of the number of accurately identified boundary
pixels to the sum of boundary pixels.

𝑚𝐵A =
1

M

𝑚∑
𝑗 = 1

1

𝑁𝑗

𝑛∑
𝑖 = 1

𝐼𝑖,𝑗 (8)

where 𝑚𝐵𝐴 represents the BA for a mask, 𝐼𝑖,𝑗 is the ith
inbound pixel (correctly predicted boundary pixel) of the
segmentationmask for the jth boundarymap.𝑁 and𝑀 are
the total numbers of boundary pixels of the ground truth
mask and the total number of boundary masks that were
generated (𝑀 = 5 in this study), respectively.
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AZIMI and YANG 7

4 TRAINING AND RESULTS

All three modules of the proposed R-SAM were developed
or implemented utilizing the PyTorch framework. Details
about the training of the refinement and object detection
models are provided below in this section.

4.1 Training refinement model

The RAM module was trained using a diverse segmen-
tation dataset that includes CrackForest (Y. Shi et al.,
2016) with 329 images, concrete crack segmentation
dataset (Özgenel et al., 2019) with 458 high-resolution
images, structural material semantic segmentation dataset
(Bianchi & Hebdon et al., 2021) with 3817 images, and
extended complex scene semantic description dataset
(ECSSD) (J. Shi et al., 2015) with 1000 images, MSRA
salient object database (M. -M. Cheng et al., 2014) with
10,000 images, FSS-1000 (Li et al., 2020) with 10,000
images, and DUT-OMRON pixel-wise dataset (Yang et al.,
2013) with 15,000 images. To ensure that the RAM mod-
ule can be applied to various scenarios, existing pre-trained
models, such as SAM, were not used to generate additional
segmentation masks.
Data augmentation techniques, including image flip-

ping and random brightness, were considered in this study
to add variety. All the pixel values were normalized with
𝜇 = [0.485, 0.456, 0.406] and 𝜎 = [0.229, 0.224, 0.225]

for image data, and 𝜇 = [0.5] and 𝜎 = [0.5] for segmen-
tation masks. The image and mask data were converted
into PyTorch tensors before feeding into the models. Fur-
thermore, the RAM module was trained using perturbed
ground truth, as suggested by H. K. Cheng et al. (2020),
to improve the robustness of the R-SAM. Adam optimizer
(Kingma & Ba et al., 2014) was used with 10,000 iterations
with a batch size of 8. Figure 3 shows the segmentation
improvement using the five-level refinement.

4.2 Training object detection model

This study trained the detection model to generate the
bounding boxes for each object detection task (e.g., crack
detection, component detection, and damage detection).
The image dataset for structural components and dam-
age detection of concrete columns was created using
experimental reinforced column tests at the Structural
Laboratory at the University of British Columbia (UBC).
The images were taken in different locations and lighting
conditions, and additional augmentation techniques such
as random crops, resizing, rotating, blurring, and added
noise during the training were used to generalize the
trained model. A total of 250 images, with 4032 × 3024

resolution, were annotated with bounding boxes around
the concrete column and the damaged regions. The
accurate segmentation annotation dataset was created
using the green screen technique; this dataset was used
to validate the effectiveness of the proposed method since
the majority of the openly available datasets are annotated
using manual segmentation techniques and are not highly
accurate. The dataset was split into training, validation,
and testing subsets with 70:15:15 ratios. The training was
done with the optimized key hyperparameters: learning
rate = 0.00005, batch size = 8, weight decay = 0.0001,
epochs = 50, backbone = ResNet34, position embed-
ding = sine, encoder layers = 6, decoder layers = 6,
hidden layer dimension = 256, dropout = 0.2, number of
queries = 5. The test results are shown in Figure 5a for
a batch of images from the test subset. This figure shows
that the model can effectively detect the object of interest
(i.e., component) and the regions of interest for damage
detection. These bounding boxes are used in R-SAM to
identify the segmentation region accurately.

5 DISCUSSIONS

5.1 Comparative analysis of
segmentation models

A total of 27 segmentation models were trained with dif-
ferent configurations to investigate performance improve-
ment using the RAM module. These models are based on
the U-Net (Ronneberger et al., 2015), U-Net++ (Z. Zhou
et al., 2018), MA-Net (Fan et al., 2020), LinkNet (Chaurasia
& Culurciello et al., 2017), feature pyramid network (FPN)
(Kirillov et al., 2019, Lin et al., 2017), and DeepLabV3+
(Chen et al., 2018), and with different encoders includ-
ing EfficientNet (Tan & Le et al., 2019), ResNet (He et al.,
2016), MobileNet (Howard et al., 2017; Sandler et al., 2018),
MiT (Touvron et al., 2019), and VGG (Simonyan & Zisser-
man et al., 2014). The results are presented in Table 1 for
𝑚𝐼𝑜𝑈 and𝑚𝐵𝐴metrics. In addition, the results were com-
pared with the same models refined using the proposed
RAM module for achieving more accurate segmentation
results. The proposed R-SAM model achieved a mIoU of
97.23% with a mBA of 87.06%, which exhibits superior per-
formance, compared to the other models studied in this
research. Figure 5b,c shows the visual comparison between
different segmentation models and compares them with
the results obtained from SAM (using DETR for detec-
tion) and R-SAM. Except for the U-Net and U-Net++with
EfficientNet-b1 encoders, the rest of the model achieved
a high IoU after refinement. However, R-SAM has the
highest BA due to the initial segmentation results with a
higher IoU and BA. The FPN model based on ResNet18
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8 AZIMI and YANG

R-SAM DeepLabV3
+ (1) 

DeepLabV3
+ (2) 

DeepLabV3
+ (3) 

FPN (1) FPN (2) FPN (3) 

FPN (4) FPN (5) LinkNet (1) LinkNet (2) LinkNet (3) LinkNet (4) MA-Net (1) 

MA-Net (2) MA-Net (3) MA-Net (4) MA-Net (5) U-Net (1) U-Net (2) U-Net (3) 

U-Net (4) U-Net (5) U-Net (6) U-Net++ (1) U-Net++ (2) U-Net++ (3) U-Net++ (4) 
(c)

SAM DeepLabV3
+ (1) 

DeepLabV3
+ (2) 

DeepLabV3
+ (3) 

FPN (1) FPN (2) FPN (3) 

FPN (4) FPN (5) LinkNet (1) LinkNet (2) LinkNet (3) LinkNet (4) MA-Net (1) 

MA-Net (2) MA-Net (3) MA-Net (4) MA-Net (5) U-Net (1) U-Net (2) U-Net (3) 

U-Net (4) U-Net (5) U-Net (6) U-Net++ (1) U-Net++ (2) U-Net++ (3) U-Net++ (4) 
(b)

(a)

F IGURE 5 Visual comparison of different segmentation methods: (a) detection results and confidence scores, (b) segmentation results
before applying refinement, and (c) segmentation results after applying refinement (true and false results are shown in cyan and red colors,
respectively).
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AZIMI and YANG 9

TABLE 1 Comparative analysis of various semantic segmentation models with and without refinement.

Model Encoder 𝒎𝑰𝒐𝑼 (%) 𝒎𝑰𝒐𝑼𝑹𝑨𝑴(%) 𝚫𝑰𝒐𝑼 (%) 𝒎𝑩𝑨 (%) 𝒎𝑩𝑨𝑹𝑨𝑴 (%) 𝚫𝑩𝑨 (%) 𝒎𝑰𝑻 (s)
DeepLabV3+ (1) EfficientNet-b0 76.10 92.25 16.15 65.61 80.21 14.61 1.54
DeepLabV3+ (2) ResNet34 90.92 96.58 5.66 78.27 81.12 2.84 1.92
DeepLabV3+ (3) ResNet50 88.75 96.18 7.43 76.89 81.04 4.15 2.62
FPN (1) EfficientNet-b0 68.14 94.83 26.69 57.35 80.63 23.28 1.57
FPN (2) MobileNetV2 91.64 96.81 5.17 75.80 81.27 5.47 1.04
FPN (3) ResNet18 94.29 96.84 2.56 77.25 81.30 4.05 1.26
FPN (4) ResNet34 91.52 96.84 5.32 72.29 81.24 8.95 1.68
FPN (5) ResNet50 89.78 96.37 6.58 72.14 80.86 8.73 2.21
LinkNet (1) EfficientNet-b0 71.84 77.95 6.11 71.14 74.64 3.50 1.23
LinkNet (2) MobileNetV2 90.73 96.65 5.92 80.71 81.13 0.42 0.83
LinkNet (3) ResNet18 91.63 96.64 5.00 81.55 81.00 −0.55 1.01
LinkNet (4) ResNet34 92.68 96.79 4.11 83.85 83.26 −0.59 1.60
MA-Net (1) EfficientNet-b0 78.78 91.51 12.73 76.20 79.95 3.75 1.84
MA-Net (2) MiT-b0 81.67 96.39 14.72 73.75 81.11 7.36 2.11
MA-Net (3) MobileNetV2 92.36 96.52 4.16 84.12 82.98 −1.14 1.58
MA-Net (4) ResNet18 92.56 96.72 4.16 84.81 82.75 −2.07 1.63
MA-Net (5) ResNet34 88.82 95.75 6.93 79.06 81.17 2.11 2.08
U-Net (1) EfficientNet-b1 55.21 70.11 14.90 68.88 74.62 5.74 1.29
U-Net (2) MobileNetV2 86.17 96.83 10.66 82.16 81.25 −0.91 0.80
U-Net (3) ResNet34 90.86 96.83 5.97 83.11 82.28 −0.83 1.15
U-Net (4) ResNet50 86.50 95.39 8.89 82.95 82.74 −0.21 1.83
U-Net (5) VGG16 85.17 96.63 11.47 78.51 81.22 2.72 4.97
U-Net (6) VGG19 85.28 96.81 11.53 78.99 81.31 2.31 5.53
U-Net++ (1) EfficientNet-b1 56.64 66.29 9.65 69.48 74.31 4.83 1.65
U-Net++ (2) MobileNetV2 86.41 96.83 10.41 83.40 83.26 −0.15 0.93
U-Net++ (3) ResNet34 81.44 96.84 15.41 77.82 81.26 3.44 1.94
U-Net++ (4) ResNet50 87.41 95.05 7.64 83.35 81.92 −1.43 3.28
R-SAM – 91.24 97.23 60.01 79.61 87.06 7.45 0.86

Maximum values are indicated in bold font.
Abbreviations: mBA,mean boundary accuracy; mIOU,mean intersection-over-union; mIT, mean inference time; RAM, Refine AnythingModel; R-SAM, Refined-
Segment Anything Model.

achieved a high IoU.However, with lower BA, compared to
SAM+DETR (R-SAM before refinement), the final refined
mask accuracy is not high. These results highlight the
importance of considering the BA in addition to the IoU.
Considering the zero-shot segmentation and refinement,
using SAM and RAM modules, the proposed framework
has promising potential for real-world applications where
segmentation data may not be available, and rapid assess-
ments are required. Further analysis of themean inference
time (𝑚𝐼𝑇) for each model was done using a portable
computer with a RTX-3080Ti graphics processing unit.

6 CASE STUDIES

Three applications for R-SAM are presented in this sec-
tion, highlighting its versatility and effectiveness in various
aspects of SHM.

6.1 Accurate crack segmentation

Compared to low-resolution crack images, high-resolution
images of cracks provide detailed information for
accurately evaluating structural conditions (Chu & Chun
et al., 2024). One of the promising applications of the
proposed method is refining low-resolution segmen-
tation masks. Such masks could be generated using
lightweight models such as Mask R-CNN (He et al.,
2017). Figure 6a shows the performance of the trained
RAM module for concrete crack segmentation, where
the mask improvement is applied to the upsampled
output of a pre-trained Mask R-CNN. This applica-
tion indicates the proposed RAM module’s potential
in segmenting high-resolution images while using
pre-trained light models that output low-resolution
masks.
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10 AZIMI and YANG

Input (RGB)

█ Blade █ Nacelle █ Tower █ Corrosion

CascadePSP (fast) CascadePSP (slow)

SAM-HQ R-SAM

MobileSAM SAM

(b) (c)

(d)

(a)

Video Frame SAM R-SAM

(a) Without mask: 2,513,854 points

1,996,808 points

(b) With mask (component)

1,017, 864 points

(c) With mask (damage)

Inputs: RGB image and mask (using Mask R-CNN) Output: Refined mask

F IGURE 6 Applications of R-SAM in structural health monitoring: (a) crack segmentation refinement, (b) multiclass segmentation and
damage detection of wind turbine using different SAM-based methods, (c) 3D reconstruction using original images and multi-level masked
images, and (d) real-time segmentation and tracking. CNN, convolution neural network; RGB, red-green-blue.
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AZIMI and YANG 11

6.2 Multiclass segmentation

To demonstrate the effectiveness of R-SAM in the accurate
segmentation of multiple classes, the publicly available
DTU–Drone inspection images of the wind turbine (Shi-
havuddin & Chen et al., 2018) were used to train the DETR
model. For this purpose, the dataset (5280 × 2970 images)
was annotated using a multiclass annotation approach,
where each instance was labeled with a bounding box.
The results of this case study are presented in Figure 6b,
which shows that R-SAM can identify and segment small
and large components such as blades, nacelles, towers,
and potential damages such as corrosion. The efficiency
of the refinement module is compared with the previous
refinement model CascadePSP (H. K. Cheng et al., 2020),
CascadePSP-Fast with lower accuracy, and CascadePSP-
Slow with higher accuracy. As the results show, both
models face challenges in refining small objects, which the
current study addresses using the RAMmodule.
Furthermore, compared to the other SAM-based mod-

els (i.e., SAM, Mobile-SAM; C. Zhang et al., 2023), and
HQ-SAM (Ke et al., 2023) model, R-SAM demonstrates
a significant improvement in refining the boundaries of
each segmented region, which significantly enhances the
overall performance and capabilities of R-SAM for SHM
applications. This capability holds significant value as
it enables timely maintenance interventions and effec-
tive mitigation of potential risks, ensuring the efficient
operation of wind energy systems and maximizing their
lifespan. By providing precise and reliable information
about the condition of wind turbines, R-SAM empowers
operators and maintenance teams to proactively address
issues, optimize performance, and safeguard the long-term
sustainability of these critical energy assets.

6.3 3D reconstruction using masked
images

Structural from motion (SfM) techniques have revolu-
tionized photogrammetry by providing a cost-effective
method for 3D reconstruction using RGB images (Westoby
et al., 2012). Despite the effectiveness of SfM methods,
inaccuracies in the generated 3D models may occur due
to the presence of reflections, lighting, occlusions, and
repeated patterns in the scene (Pan & Yang et al., 2023).
One approach to address these issues and improve the
accuracy of SfM is using masked images. Masking can
remove unwanted objects, such as moving people or
robots, which may cause artifacts in the 3D model. Lim-
iting the feature extraction to specific regions of interest
allows a faster and more accurate 3D reconstruction using
high-resolution images. This is particularly important

when using limited computational power as it reduces
computation costs and data storage requirements.
As an ablation study, the application of the proposed

R-SAM in the 3D reconstruction of structural compo-
nents using masked images was investigated. For this
purpose, COLMAP (Schonberger & Frahm et al., 2016)
was used. The results for multi-level segmentation (i.e.,
component-level and damage-level) masks were generated
automatically, and the background pixels were removed
from the computation, leaving power for more accurate
and detailed 3D reconstruction of the objects of interest.
The results of this experiment are shown in Figure 6c. The
results demonstrate that the proposed R-SAMmethod can
produce finer and denser point clouds of damaged regions
while requiring fewer points and achieving faster results
than the original images.

6.4 Marker-free segmentation and
tracking

Accurate measurement of structural vibrations plays a
critical role in SHM. Over the past few years, a growing
interest has been in employing cost-effective computer
vision approaches to measure structural vibrations (Azimi
et al., 2020). Optical flow-based algorithms have garnered
significant attention among the various computer vision
algorithms explored for motion detection. One widely
used optical flow method is Kanade–Lucas–Tomasi (KLT;
Tomasi & Kanade et al., 1991), which has demonstrated
high precision in motion tracking, particularly in a con-
trolled environment. However, despite the efficacy of
the KLT technique, it is sensitive and less robust to light
change. Although recent studies utilized DL for marker
detection for structural vibration measurement, areas
can still be improved to enhance their effectiveness and
reliability (Pan et al., 2023).
A case study was conducted to exhibit the capability of

R-SAM in accurate segmentation andmarker-free tracking
of structural components. The recorded video, recorded
in 3840 × 2160 resolution at 60 frames per second, was
provided by Smart Structures at the UBC. During this
experiment, a light panel was used to change the light
intensity during the test to investigate the sensitivity and
robustness of the model. The results of this case study are
shown in Figure 6d. R-SAM can significantly refine the
boundaries of the regions of interest (full-frame in this
example), which can be used for accurate measurement.
R-SAM provides a marker-free approach to tracking

the entire frame using a single binary mask, which can
be generalized to track multiple components simultane-
ously. This approach allows extending the applications
of R-SAM to model updating and system identification.
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12 AZIMI and YANG

TABLE 2 Comparative analysis of the proposed method for tracking applications.

Maximum displacement (mm)
Horizontal acceleration name Earthquake name Level Measured R-SAM RMSE 𝑹𝟐

RSN718_SUPER.A_A-IVW090 Superstition Hills, 1987 Base 70.05 71.19 1.62 0.99
Story1 88.31 89.80 1.68 0.99
Story2 132.49 135.21 2.05 0.98

RSN52_SFERN_AZP045 Superstition Hills, 1987 Base 70.10 71.72 2.31 0.99
Story1 115.22 117.12 1.64 0.99
Story2 179.67 183.29 2.01 0.99

RSN52_SFERN_AZP045 San Fernando, 1971 Base 54.46 54.84 0.69 0.99
Story1 110.73 128.72 16.24 0.94
Story2 138.68 146.19 5.40 0.99

Abbreviations: 𝑅2, coefficient of determination; RMSE, oot mean square errors; R-SAM, Refined-Segment Anything Model.

Table 2 summarizes the results of experimental studies
for two seismic events, namely, the Superstition Hills
1987 and San Fernando 1971 earthquakes. The maximum
displacements, root mean square errors, and coefficient
of determination (𝑅2) are detailed for the R-SAM results,
compared to the measured displacements at different
floor levels. The comparison highlights a close agreement
between the reference and the obtained results. It is worth
noting that the above results were obtained using station-
ary video recording cameras, where no occlusion occurs.
In the case of occlusion (e.g., partially visible objects),
advanced transformer-based tracking models such as
co-tracking (Karaev et al., 2023) can be used to track the
partially visible or temporary invisible points. Therefore,
the predicted tracking data points, in a zero-shot way, are
fed into the R-SAM.

7 LIMITATIONS AND FURTHER
STUDIES

While the effectiveness of the proposed pipeline meets
acceptable requirements for the conducted experiments
and considering large objects in the input images, it
is not perfect. The SAM module may not perfectly
segment or detect small components or disconnected
and occluded objects. In addition, the RAM module
may require high GPU memory for very large images
to generate high-resolution segmentation with higher
accuracy.
One option to segment ultra-high resolution images

without resizing the dimensions is to refine the seg-
mentation using the cropped regions from the original
images without allocating more GPU memory. Therefore,
square 𝐿 × 𝐿 patches of the images are obtained at specific
strides, and the obtained images are fed into the RAM
module. The average of the output masks is used as the

(a)

(b)

F IGURE 7 Effect of patch size on (a) the execution time of
RAMmodule and (b) the boundary accuracy improvement (Δ𝐵𝐴 in
Table 1).

final refined mask to address the disagreement among
the outputs from different overlapping patches. Figure 7
shows the performance of the RAM module when with
varying values of 𝐿. Using a lower 𝐿 produces segmenta-
tion with lower accuracies, while higher 𝐿 results is better
performance. For a typical GPU with 16 GB of memory,
the maximum 𝐿 value would be 2000 pixels. It has been
noted that maintaining a minimum value of 𝐿 = 600 is
crucial to avoid any adverse effects on enhancing accuracy.
Although there is a substantial increase in execution time
for L values greater than 1600, the mBA does not change
very much for larger values of L.
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AZIMI and YANG 13

Future studies would optimize the proposed R-SAM for
real-time applications using typical GPUs by segmenting
and refining the detected regions of interest (i.e., bounding
boxes), whichmay require performing the object detection
before SAM. It is worth noting that the latest version of
PyTorch allows reconfiguring and running the SAMmodel
eight times faster than the original model (PyTorch et al.,
2023).
Training a model from scratch may require a diverse

dataset. However, transfer learning, regularization, and
augmentation techniques may be considered to avoid
overfitting issues associated with limited datasets. Future
studies may also bridge the gap between vision-based and
text-based models by developing object detection models
using text prompts, such as Grounding DINO (S. Liu et al.,
2023) and Grounded-SAM (Ren et al., 2024).
Last, it is essential to systematically investigate trained

weights and address concerns related to the interpretabil-
ity of models using various methods, such as gradient-
weighted class activation mapping (i.e., GradCAM; Sel-
varaju et al., 2017) and attention visualization (Chefer et al.,
2021; B. Zhou et al., 2016).

8 CONCLUSION

In this study, a new framework, called R-SAM, is proposed
to address the problem of automated damage assess-
ment in civil infrastructure using high-resolution images.
The proposed framework comprises three modules: detec-
tion, segmentation, and refinement. The detectionmodule
detects objects of interest from the input images, and the
pre-trained SAM is utilized to generate the initial seg-
mentation mask. A novel refinement model is trained
to improve the accuracy through a multi-stage refine-
ment process. The proposed method was implemented
and trained using diverse datasets. The performance of
the trained refinement module was evaluated by compar-
ing it with other segmentation techniques. The findings
indicate that R-SAM outperforms all the models with a
mIoU of 97.23% and a mBA of 87.06%. The results show
that R-SAM has promising potential for real-world appli-
cations where segmentation data may not be available,
and rapid assessments are required. While the proposed
pipeline demonstrates effectiveness for large objects in
input images, limitations arise in accurately segmenting
small or occluded components. Future research would
focus on optimizing the R-SAM for real-time applications
such as simultaneous tracking and segmentation.
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