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Abstract. There are ever-increasing interests to determine effectively structural
diagnosis and conditional assessment for structural health monitoring (SHM).
Although research has been extensively conducted in the conventional
physical-based vibration analysis, advancement in sensor technologies and
complexity in structural systems post great challenges in the effectiveness of
these techniques. Alternatively, various data-driven based machine learning
techniques are recently emerging tools to data clarification. In this study, a new
vibration-based machine learning was proposed for condition assessment and
damage detection in SHM. Three vibration-based feature extraction methods,
autoregressive, vector autoregressive and singular value decomposition meth-
ods, were used as damage sensitive features. A kernel function based support
vector machine was used to facilitate the identification between damaged and
undamaged cases. A benchmark with varying environment and operational
conditions in the literature was selected to verify the effectiveness of the pro-
posed methods. The results showed that three feature methods could effectively
map damage features in a high dimensional feature space, thereby dramatically
improving the effectiveness and accuracy of data classification. Moreover,
comparisons of results revealed that the singular value decomposition methods
exhibit higher sensitivity to damage states as compared to other two approaches.

Keywords: Vibration � Machine learning � Damage feature extraction �
Structural health monitoring � Damage detection

1 Introduction

The success of structural health monitoring (SHM) requires techniques that could
effectively diagnose the structural conditions and identify any damages/defects expe-
rienced in many engineering fields, including aerospace, civil and mechanical engi-
neering. Dynamic responses of structural systems collected by various sensors are
usually used as the basis for structural diagnosis in the physical-based analytical models
and simulation techniques [1–7]. Advanced development of sensor technologies not
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only allows big progress in these methods, but also posts big challenges when facing
ever-increasingly complex systems or different interferences.

Data-driven machine learning attracts high interest in large-scale structural systems
[8–14]. The key of these data-driven methods for structural diagnosis is to select proper
damage features. Although some attentions have been paid to vibration-based feature
extraction methods, such as autoregressive model or singular value decomposition
methods, it is still a big challenge to assess methods that could better serve as sensitive
features. From a systematical standpoint, few attempts are made to address data-driven
structural diagnosis and damage detection in terms of applicability of feature extraction
techniques. As a result, findings from these previous studies may not fully account for
data process. Thus, integration of these new methods in structural diagnosis is nec-
essary to large-scale structural systems.

Therefore, this study aims to develop a data-driven framework for structural diagnosis
and damage detection using support vector machine integrated with enhanced feature
extraction techniques. Three feature extraction methods were selected. A benchmark was
used to calibrate the developed concept and demonstrate the effectiveness and sensitivity
of the data-driven damage detection in the SHM.

2 Data-Driven Approaches for Structural Diagnosis in SHM

Data-driven machine learning methods [12] are the statistical strategy for implementing
data mining process, as schematically shown in Fig. 1. The data-driven approaches for
structural diagnosis in SHM could mainly include four stages: (a) data acquisition and
preprocessing of collected sensor data; (b) feature extraction; (c) support vector
machine learning for data training and model development for data classification; and
(d) conditional assessment and decision making, as shows in the following flow chart
in Fig. 1.

The success of the structural diagnosis in SHM is highly dependent of potential
sensitive features, such as damages/defects/abnormality. Three vibration-based feature
extraction approaches, autoregressive, vector autoregressive and singular value
decomposition methods, are selected herein as damage sensitive features and addressed
below.

2.1 Features Extraction and Supervised Machine Learning

Feature extraction is crucial to identify potential sensitive features for structural
diagnosis. The three different extraction approaches herein are presented to compress
and extract the data for potential damage-sensitive features [15].

2.2 Autoregressive Model (AR)

The AR model [15–17] is the time-series based analysis using the linear combination
with p parameters:
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xi ¼
Xp

j¼1
/jx i� jð Þþ ei ð1Þ

where xi denotes the discrete signal, i denotes the time step, and ei denotes an error. /j

is unknown AR parameters. The order of the AR model is determined by the Akaike
information criterion (AIC) method [18]:

AIC pð Þ ¼ N � lnr2p þ 2p ð2Þ

where, N is the samples number; and rp
2 is the prediction variance of p order model.

In [12], the order of AR models (p ¼ 15) is sufficient for the convergence.

2.3 Multivariate Vector Autoregressive Model (VAR)

The VAR model is a powerful model to use for multivariate time series [19]. The VAR
(p) model can be written as:

yt ¼ a0 þ
Xp

j¼1
Ajyt�j þ et; ð3Þ

where yt is an M � 1 vector on M data acquisition sensor, yt for t ¼ 1; . . .; T , et is an
M � 1 vector of errors which coming from the zero-mean Gaussian distribution with
covariance parameter R. Aj is an M �M matrix a0 is an M � 1 intercepts vector.

Fig. 1. Flow chart of data-driven approach for SHM.
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The matrix form of VAR model can be written as:

Y ¼ XAþE; ð4Þ

where Y is a T �M matrix which stacks the T times of observations data; A is a

ð1þMpÞ �M matrix and defined by A ¼ a0A1. . .Ap
� �0

; and X is a T � 1þMpð Þ
matrix. The vector form of Eq. (4) could be rewritten by

Y ¼ I � Xð Þâþ e ð5Þ

where â ¼ vec Â
� �

and Â ¼ X
0
X

� ��1
X

0
Y are determined by the ordinary least squares

estimation. Vector â is to define a relation between the own lag and different variable
lag and has been reported as the damage sensitive feature. It is different from AR
model, as they have different variable lag coefficients.

2.4 Singular Value Decomposition (SVD)

The singular value decomposition is a mathematical method [14], which seeks an
orthogonal basis for representation of the linear data space. Assume X is a M � N
matrix. The relationship between the rank of a matrix and the independent hidden
variables of the data is closed. In the context of the SVD, it is possible to find the
approximate data by using some main hidden variables. Hence, the SVD can be seen as
a linear method to separate the main signal and noise from others. The decomposition
of the matrix X can be express as:

X ¼ URV
0 ¼

Xc

i¼1
rilit

0
i ð6Þ

where the U and V are the orthonormal matrix with a dimension of M �M and N � N;

U ¼ l1l2. . .lm½ �;V ¼ t1t2. . .tn½ �;U0
U ¼ Im and V

0
V ¼ In ð7Þ

and the R is a M � N diagonal matrix and the signaler nonzero diagonal values of the
matrix R are arranged by

r1 � r2 � � � � � rc ¼ � � � ¼ rmin ¼ 0 ð8Þ

It is common to assume that, c�N, that it is, the number of data space variables is
bigger than the number of independent data variables. The vectors liðtiÞ adjacent to the
ith singular value ri can span an orthonormal n-dimensional space R

n.

X ¼ URV
0 ¼ U! U?

!

� � Rc 0
0 0

� � V 0
c

V?
c

� 	H

" #
ð9Þ
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where

Uc ¼ l1l2. . .lc

h i
; and U?

c ¼ lcþ 1lrþ 2. . .lm

h i
ð10aÞ

Vr ¼ t1t2. . .tc
� �

; and V?
c ¼ tcþ 1tcþ 2. . .tn

� � ð10bÞ

Rc ¼ diagðr1; . . .; rcÞ ð10cÞ

The singular vector li or ti are treated as the dominant singular vectors. For signal X,
the number of dominant orthonormal dimensional can be selected based on the
Forbenius-norms as:

Xk kF¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1

Xm

j¼1
xij
�� ��2r

¼ URV
0�� ��

F¼ Rk kF¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r21 þ . . .þ r2n
� �q

ð11Þ

The energy of the data is preserved in the singular value spectrum ri [14]. For
noise-corrupted signals the denoising process can be treat like a delete of someminima ri.
In general decomposition process, one needs reshape the signal to a Hankel matrix, and
then uses SVD to decompose theHankelmatrix, determine the number p of singular value
spectrum ri selected and finally generate the denoised signal and noise:

X ¼ X0 þXnoise ð12Þ

where X0 is the first raw of HX0 . Xnoise is the residual of the denoised signal. The
statistical residual of the signal X is also selected as a damage feature vector, as
addressed in the following section.

2.5 Three Feature Extraction Techniques and Their Residual Errors

The residual error (RE) has been found as high sensitivity as statistical damage features
[12, 21–23]. In this study, the REs for the three feature extraction techniques, AR, SVD
and VAR models, are also computed:

ei ¼ xi � x̂i ð13Þ

where x̂i is the predicted signal value and the measured signal xi. A total of sixteen
statistical features from the residual errors were summarized from the literature
[12, 21–23], as listed in Table 1.

2.6 Supervised Machine Learning Using Support Vector Machine

The SVM, as one of supervised machine learning techniques, is herein used for data
classification [12, 24]. By applying Gaussian radial basis function Kernel function, the
SVM is defined by the variable ni and the error penalty C:
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min
1
2

w2
�� ��þC

XN

i¼1
ni


 �
ð15aÞ

subject to yiðw:XÞ þ b� 1� ni; ni � 0 ð15bÞ

where w and b refer to the vector and scalar to define the position of the hyperplane.
ni denotes a distance measured between the hyperplane.

3 Case Study

3.1 Benchmark for Calibration of the Proposed Concept

A three-story frame aluminum structure found in the literature [23] was selected as a
benchmark to demonstrate the effectiveness of the proposed concept. As shown in
Fig. 2(a), the structure consists of an electro-dynamic shaker mounted to the base for
excitation, and the extra plate at top of the 3rd floor separated by columns to form an
adjustable gap (Fig. 2(b)). Noted that the contact of the bumper and column result in
non-linearity to simulate the cases in actual situation, where structures could experience
the crack opening and closing or loose of bolt connection. Four sensors (accelerators),
as marked by Sensors 1 to 4 in Fig. 2(a), were installed at the floors to capture the
dynamic response during the excitation.

Table 1. Definition of statistical features [12]

Feature Formulations Feature Formulations

Maximum RE1 = max (ei) RMS
RE9 ¼ rms ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

PN
j¼1

e2i

s

Minimum RE2 = min (ei) Form
factor

RE10 ¼ rms
1
N

PN

j¼1
eij j

Mean
RE3 ¼ l ¼ 1

N

PN
j¼1

ei
Crest
factor

RE11 ¼ maxðeiÞ�minðeiÞ
rms

Maximum-minimum RE4 ¼ maxðeiÞ �minðeiÞ kurtosis
factor RE12 ¼

PN

i¼11
e4iffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1
e2i

q
Mean of absolute
value RE5 ¼ 1

N

PN
j¼1

eij j Pulse
factor

RE13 ¼ maxðeiÞ�minðeiÞ
1
N

PN

j¼1
eij j

Standard deviation
RE6 ¼ r ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

j¼1
ei��eið Þ

N

r
Margin
factor

RE14 ¼ maxðeiÞ�minðeiÞ
1
N

PN

j¼1
eij j

h i2

Skewness
RE7 ¼

ffiffiffiffiffi
1
6N

q PN
j¼1

ei�l
r

� �3 Upper
control
limit

RE15 ¼ UCL ¼ lþ 3 rffiffi
n

p

Kurtosis
RE8 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N
24

1
N

PN
j¼1

�3

" #vuut Lower
control
limit

RE16 ¼ LCL ¼ l� 3 rffiffi
n

p
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3.2 Scenarios Designed for Data-Driven Structural Diagnosis

Table 2 shows the designed 17 different scenarios, as documented in the literature.
Each scenarios has 10 times testing and each floor has been installed with an accel-
eration sensor. The parameters AR and RE have been selected as damage features.

Fig. 2. Three-story frame structure [23]: (a) overview and test setup and (b) adjustable bumper
and column

Table 2. Test matrix of the structural state conditions [12]

Label State
condition

Description

Undamaged
states (# 1 to 9)
State#1 Undamaged Baseline condition
State#2 Undamaged Added mass (1.2 kg) at the base
State#3 Undamaged Added mass (1.2 kg) on the 1st floor
State#4 Undamaged States 4–9: 87.5% stiffness reduction at various position

to stimulate temperature impact (more detail in the
reference)

State#5 Undamaged
State#6 Undamaged
State#7 Undamaged
State#8 Undamaged
State#9 Undamaged
Damaged states
(# 10 to 17)
State#10 Damaged Gap (0.20 mm)
State#11 Damaged Gap (0.15 mm)
State#12 Damaged Gap (0.13 mm)
State#13 Damaged Gap (0.10 mm)
State#14 Damaged Gap (0.05 mm)
State#15 Damaged Gap (0.20 mm) and mass (1.2 kg) at the base
State#16 Damaged Gap (0.20 mm) and mass (1.2 kg) on the 1st floor
State#17 Damaged Gap (0.20 mm) and mass (1.2 kg) on the 1st floor
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4 Results and Discussions

4.1 Effectiveness of Various Feature Extraction Methods and Sensitivity

As stated in the case study, the nonlinear damage was induced by the impact of the
bumper and column (see Fig. 2(b)) at the the 2nd and 3rd floors near Sensors 3 and 4, as
schematically shown in Fig. 3. These three feature extraction techniques, AR, VAR,
SVD and their residuals (RE), exhibit the different levels of the effectiveness for pattern
recognition. As shows in Fig. 3, the statistical analysis of dynamic response at each
floor through sensors were displayed using the SVD feature extraction, where the blue
lines mean the undamaged states (Cases 1–9) and the pink lines represent the damaged
states (Case 10–17). For each state, residual has been selected with 1000 times steps, as
shown in the x axis. Two dash lines in red shown in Fig. 3 are the maximum and
minimum residual values from undamaged state, respectively. Clearly, all of the
residual plots are on the same scale for the undamaged states, while it is apparent that
all damaged states exhibit much higher response for all sensors.

Moreover, each residual of damaged state exhibits some singularities, which was
responsible for the impact of the column and the bumper, and the time domain residual
method can capture each individual impact. Also, Fig. 3 shows that the SVD method
has the high sensitivity to allow identifying conditions between damage and undam-
aged states, even for data from Sensor 1, which is far away from the damage resources.

Figure 4 was plotted to demonstrate the effectiveness of each feature extraction
approach. Clearly, the AR model could effectively identify the presence of damage
conditions (Cases 10–17) using data from Sensor 3, but apparently such capability

Fig. 3. Residuals from SVD for each state (undamaged state 1–9, damaged state 10–17)
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diminishes when processing data from Sensor 1 (or 2). Furthermore, although the VAR
residual shows a few difference between damage and undamaged states for Sensor 1,
such identification could not be valid if there are more interference. Differently, the
SVD method exhibits much higher sensitive to damage as compared to other two
approaches. It is mainly because the SVD uses the block Hankel matrix (see Eq. (13)),
where information of all sensors are captured and in turn, enhance the sensitivity. It
should be noted that since there are singularities in the cases for damage states, the
SVD could demand much longer computation time than other two methods.

4.2 Damage Detection and Their Effectiveness

The residual of probability of designed states, including state 1 (original undamaged
state) and state 10 (0.2-mm gap), are plotted in Fig. 5. The probability plot is a method
to evaluate the data which is fit for some distribution. We assume the residual fits the
Normal distribution. The probability is generated from an estimated cumulative dis-
tribution function (CDF) from the sample, and then scales are used to make the ideal
distribution to a straight line. As clearly illustrated in Fig. 5, each method residuals
(AR, VAR or SVD) of original state (state 1) shows a good fit for normal distribution.
A good distribution fit is one where the observation is near the fitted dash line. Dif-
ferently, in the context of damaged states (see state 10), probability curves are not
straight line anymore, as shown in Fig. 5, that it is, there are some abnormal points
from the normal distribution due to damages. Hence, the estimated CDF could aid to

Fig. 4. Residuals from three techniques for each state at Sensors 1 and 3 (undamaged state 1–9,
damaged state 10–17)

Fig. 5. Normal probability distribution of residual for three features at sensor 4
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identify potentially early damages. The comparison of three approaches also confirmed
that the SVD residuals have more sensitivity to damage, as identified in Fig. 4.

The SVM maps the feature space to a nonlinear space to get a better pattern recog-
nition. In this study, 50 experiments data have been selected for each state, the total
sample is 850. The samples have been separate as training group and testing group with
equal number. Figure 6 plots the receiver operating characteristic (ROC) curves for three
features and their associated residuals for the accomplishment of the machine learning.
Clearly, the ROC curves showed that all features identified in this study has an almost
perfect discrimination ability, even with different operational and environmental states.

5 Conclusions

This study presented new data-driven structural diagnosis and damage detection with
three feature extraction techniques for facilitating the pattern recognition and
improving the identification between damaged and undamaged cases. Results have
demonstrated the SVD model has significantly higher accuracy and sensitivity as
compared to other two approaches, as it has higher sensitivity to the local fluctuation.
Furthermore, the probability curves of three feature extraction approaches further
confirm that the damaged states behave nonlinear as compared to original undamaged
ones, and thus lead to a higher reliable data identification.
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